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ABSTRACT:

Sentiment mining is the natural language processing task that helps to classify a large amount of web-based data for people’s
opinion-making. Most of the research work has been carried out for resource-rich languages but less resource language like
Roman Urdu needs a considerable effort. In this paper, we classify Roman Urdu data according to the sentiment
(Positive/Negative) using numerous feature selection techniques. Feature selection techniques include Chi-square, Mutual
Information, select form model that are being evaluated on different n-gram variations on a dataset of 11k Roman Urdu
reviews. The dataset contains sentences from different domains like (Drama, Sports, Politics, Food etc.) are classified
according to its nature. The experiments were performed by applying renowned machine learning and neural network
classifiers. Machine learning classifiers incorporate logistic regression, support vector machine, decision tree, random forest,
multinomial naive Bayes and multilayer perceptron whereas convolutional neural network, long-short term memory and
bidirectional long-short term memory belong to the neural network. The results are evaluated for both character-level and
word-level variations of n-gram using evaluation measure accuracy and fl1-score. Due to the diverse range of spellings being
used in Roman Urdu we have measured results for different variations. We have achieved the highest accuracy 91.8% &
91.7% f1-score for bi-Istm meanwhile for the character-level we have 83.91% accuracy and 90.51% fl-score on 4-gram
variation. For word-level analysis, 83.73% accuracy and 90.42% f1-score have been achieved on 1-4-gram variation. These
results outperformed the baseline results for the Roman Urdu classification which shows the impact of feature selection
techniques for sentiment mining classification.
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Introduction:-

Social sites (Facebook, Twitter, discussion forums etc.) are the broad platform where people share their reviews, thoughts,
feelings and opinions. Sentiment Mining (SM) is the way of inquiring the polarity (Positive/Negative) of these reviews,
emotions etc. The data on social sites is in huge number that it is impossible to analyze and classify the data. Extracting
important information from the data and classify it accordingly is the sentiment mining process [1]. SM can be performed at
three various levels: Document-level, Sentence-level and a particular aspect-level. Major research focuses on resource-rich
languages like (Chinese, English). But a huge gap for resource-poor languages like (Urdu, Roman Urdu) is a motivation for our
work. We have performed sentiment mining for Roman Urdu due to two primary reasons. The initial one is Urdu/Hindi, which
has more than 500 million speakers and among the top three widely spoken languages. Secondly, people feel comfortable
communicating in Indo-Pak using Latin script (means using Roman Urdu writing 26-English alphabet) rather than using their
native language style of communication [2]. The core purpose of sentiment mining is to classify a text input/review in the
following steps: feature Extraction and/or feature selection and then the classification of sentiment. Various feature selection
techniques have been used for developing a suitable feature set for classification using machine learning, neural network
techniques. A process of extracting textual words depicting some sentiment is a feature extraction technique [3]. A Well-
known feature extraction technique, Term Frequency-Inverse Document Frequency (TF-IDF) has been used for extracting
features that not only calculate the occurrence of features but also measure the important information provided by features. The
process of selecting the most relevant and efficient features for accurate prediction is feature selection. Various techniques have
been used includes chi-square, mutual information etc. for feature selection [4].

The classification of sentiments has been performed by using various machine learning and neural network classifiers. Machine
learning techniques include Logistic Regression (LR), Support Vector Machine (SVM), Random Forest (RF), Decision Tree
(DT), Multinomial Naive Bayes (MNB) and Multi-Layer Perceptron (MLP). The neural network techniques include
Convolutional Neural Network (CNN), Long-Short Term Memory (LSTM) and Bidirectional LSTM (Bi-LSTM). Feature
selection techniques play a vital role in achieving the best results in our work evaluating different evaluation measures.

The major contributions of this work comprised as follow:

1. Exploring different feature selection techniques for Roman Urdu sentiment mining.

2. Comparing various word-level and character-level n-gram variations for classifying sentiment by applying feature
selection techniques.

3. Dig out the most suitable classifier by applying a combination of machine learning classifiers and neural network
techniques.

The remaining paper is structured as follows: Section 2 is about Literature Review. Section 3 includes architecture details and

structural methodology for feature selection and extraction techniques. The experimental setup, results and discussion are

included in Section 4. Lastly, we conclude our work and future work in Section 5.

Literature Review:-

Sentiment mining for a resource-poor language like Roman Urdu is a challenging task because it doesn’t have any rules
for classification. Sentiment mining and natural language processing explain the issues, techniques, and methods that are being
used for this process. Different types of techniques like machine learning, lexicon-based, corpus-based and complex network-
based have been used for sentiment mining [6]. Sentiment mining techniques have been performed on three levels: Document-
level, sentence-level and aspect-level. At the document-level, a document as a whole is held into consideration for
classification of opinion. A sentence is either subjective type or objective type in a document but in the classification of
document objective sentences are discarded. In sentence-level analysis sometimes objective sentences have been neglected due
to its objective nature. In aspect/word-level analysis a single word is considered for sentiment mining as it is the smallest unit
with the specific meaning given in the context. In this type, a lexicon word like an adjective, adverb, verbs are included for
classifying the sentiment [9]. Sentiment mining has been performed extracting features for classification. Feature extraction
and feature selection are two types of techniques used for features. Feature selection plays an important role by removing
unweighted and irrelevant features and improve the overall performance of the model. Feature selection also helps to minimize
the model evaluation time. Normally, feature selection techniques have been divided into three categories: filter-based feature
selection techniques, wrapper-based feature selection techniques and embedded feature selection techniques. The earlier
technique is normally used in data preprocessing. In these types of techniques, features are sorted based on information
provided by them before the process of classification. In the second technique, features are selected that are suitable for
machine learning algorithms. It works before applying a machine learning algorithm as well as during machine learning
algorithms implementation to search out the best suitable feature set. In the third feature selection technique, those features are
considered that play an important role during each training iteration of the model and have a noticeable contribution to the
training of particular iteration.

The sentiment mining has been performed using various n-gram variations. There are two variations of n-gram word-level and
character-level. In the word-level analysis, each word has been considered as a feature that helps in classifying the data
according to sentiment [3]. The approaches for sentiment mining classification have been either supervised or unsupervised for
machine learning. The other approach is lexicon-based. In the first approach various classifiers have been used includes Naive
Bayes, Logistic Regression, Maximum Entropy, Decision Tree, Random Forest, Support Vector Machine, 1D3 etc. and for later
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approach, the semantic orientation technique has been used widely which helps to identify how near or far that particular term
from being positive or negative [9]. Roman Urdu has been widely used for communicating and reviewing. Relational messages
and informational messages are two standard distributions for text messaging whereas Roman Urdu has completely different
structural and functional properties [13]. Sentiment mining has also been performed using various neural network techniques.
These techniques involve convolutional neural network, Long-short term memory and Bi-LSTM. Both n-gram variations have
been analyzed on sentence-level and text-level using the Arabic hotel reviews for aspect-based sentiment analysis calculating
F1-score and accuracy [21]. Classification of aspect-level sentiment composed of two levels, at first the aspects are extracted
by using some specific patterns of different phrases and then determine the polarity employing a rule-based linguistic approach
on three various n-gram variations. These are ‘n-gram around’, ‘n-gram after’ and ‘n-gram before’ evaluating on two different
datasets one is from computer science and the other one is from bioinformatics [22]. Sentiment analysis for Roman Urdu
performed on Daraz.pk reviews. The data is about the reviews of various clothing, electronics and home appliances etc. which
ultimately helps to develop a general perception of those particular products. TF-IDF has been used for extracting features and
the SVM classifier has been applied for evaluating results [24]. The purpose of using this language is that it is one the most
common language used for communication over the digital devices and social applications in South Asian countries and
everyone using its own word structure like “2mro” is not a standard spelling of “tomorrow” [34].

Ambiguous Roman Urdu Script:

There are various challenges for Roman Urdu which makes the sentiment mining task more difficult. Some of the challenges
are listed below.

Spell diversion is one of the major issues for Roman Urdu: as there is no standard spelling for a specific word.

o The word “Khubsurat” {Beautiful} can have multiple spelling styles (‘Khobsurat’, ‘Khobsurat’, ‘Khobsirat’) as per the
understanding of the writer.

In Roman Urdu, a word can behave as multilingual by having more than one meaning with the same spelling.

o The word “log” {People} might be depicted as “People” whereas the same spelling can be used as a mathematical term
“Log”.

¢ In Roman Urdu there is no capitalization, a single word might be written either with a capital letter or with a small letter
using the English alphabets.

o The name of the place “Lahore” can be written in a sentence with different spellings like “mujhe to
murghcholaypasandhainbohatlahore k™ {I like chicken chicks very much from Lahore} while “mujhe to
murghcholaypasandhainbohat Lahore k™.

Diacritic spell variation is another issue for Roman Urdu because these diacritics can affect the writing way for a word.

o Aword “<t 5” {Book} can be written with different variations in Roman Urdu like “Kittab, Kitab, Kattab, Kattaib”.

Dataset

The dataset plays a critical role in classification. Several datasets have been publicly available for sentiment mining
classification of resource-rich language. Roman Urdu dataset is a major constraint for classification. We have used the Roman
Urdu dataset’ belongs to six domains. The dataset consists of 11k reviews which are gathered from different websites like
“Hamariweb”, “Dramaonline”, “Siasat.pk”, “Whatmobile.com” etc. A detailed description of the dataset is given in table 1.
The dataset consists of positive and negative sentences. Those reviews that depict some positive meaning like “Battery timing
achihai.speed b axhihai” {Battery timing is good and speed too} is a review about a mobile phone which marked as positive.
Whereas those reviews that show some negative meaning like “ye election bohotghalathoayhain aur is dafa ki
hukomatkuchnahikarpayegipichlidafa ki hukomat kay banisbat” {These elections have gone very wrong and this time the
government will not be able to do anything compared to the previous government} is marked as negative.

Reviews Description

> . Total Reviews
Positive = Negative

Review’s Domain

Drama/Movie 1335 1208 2543
Politics 646 1835 2481
Sports 238 224 462

Food 658 179 837
Mobile Reviews 693 416 1109
Miscellaneous 2116 1452 3568
Total 5686 5314 11000

Table 1: Descriptive Statistics of Dataset
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The table 1 shows that the dataset belongs to six domains in which some categories are clear while there is a category named as
miscellaneous in which those reviews are kept which are possessing dual nature. For an example a sentence “Mahira khan ne bohtachi acting
ki hailekinagr in ki jagah pe sajjalali is movie me mahira khan ka rooladakarti to kamal tha” {Mahira Khan has acted very well but it would
have been great if Sajjal Ali had played the role of Mahira Khan in this movie instead} shows that possess meaning about mahira first that
mahira’s acting is good whereas second part gives more positive impact comparatively about sajjalali. In this domain some questionable
reviews like “ham kabtakaysa logon ko vote dytyrahyngy?” {How long will we continue to vote for such people?} are also considered. The
other five domains have reviews related to the mentioned name of the categories. The details show that the dataset is almost balanced having
more positive reviews than negative.

Materials and methods:-

In this section, the detailed methodology has been discussed in which various classifiers have been applied through three
feature selection techniques to maximize the results. Initially, the dataset consists of 11k reviews belong to the Roman Urdu
domain comprises of positive and negative reviews that have been preprocessed by removing duplications, emojis etc. Our
major focus is to analyze the role of feature selection techniques for sentiment mining of the Roman Urdu dataset. Features are
selected using different feature selection techniques and experiments are being executed using k-fold cross-validation. We have
used 10-fold cross-validation for our experimental setup. Figure 1 presented the detailed methodology steps.
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Figure 1:Proposed framework for sentiment classification

Three feature selection techniques have been used for our classification. These techniques help to select those features that
show a great impact on sentiment classification. The following techniques have been used for sentiment mining classification.

e Chi-square

e  Mutual information

e  Select from model

The first technique is a filter-based approach in which the relationship between variables/features has been measured. A
specific value y° has been used for measuring.

the relationship in terms of sentiment mining of features. The higher value of y? shows the greater importance of the feature.
The following formula in equation 1 has been used for classification in which N is the total number of features and k represents
the features selected for classifying the data.

@ P = Thay x 2.6
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The second feature selection technique is mutual information in which a correlation indicates the semantic relation between the
features. The higher the correlation value higher will be the dependencies of features on each other. In equation 2 ‘t” referred to
as a term and ‘c’ as a category which helps to analyze the relationship between these two terms.
Py-(tAc)
2 I(t, C) = logm

The third feature selection technique belongs to the embedded category of feature selection which declares a threshold of
feature coefficients and only those features are selected that are between the borderline. This task is performed by testing the
estimator for those features.

These feature selection techniques have been analyzed on various machine learning classifiers includes logistic regression in
which a hypothesis value has been predicted between 0 and 1 using equation 3.

@ 0<hy(8™x)<1

The second classifier is Support vector machine that works efficiently for text classification by having an optimized value for
training data. The given formula in equation 4 has been used for classification.

0if6Tx _—1
@ "={1zf9T >

We have used linear support vector (svc) variation of SVM which gives efficient results for text type data classification.
Multinomial Naive Bayes is the variation of Naive Bayes which has been used for our classification problem using equation 5.

1) Cnp = argmaxcecp(q')nip(xi | yj)
@
The other classifier is RandomForest which works by forming the trees for classification. It works for both categorical and
numerical features by the meaning of probability calculation according to the specific sentiment class. The Multilayer
perceptron is a non-linear uni-directional classifier that includes at least one hidden layer and several non-linear units that
effectively show the relation between various inputs. If there is a binary prediction then a single neuron is composed and if
there is a non-binary prediction then N number of neurons is composed at an output layer shown in figure 2.

ﬂ

Figure 2:MLP Architecture

The last classifier we have used for our analysis is Decision tree. It works like a flow chart and consists of three types of nodes
root nodes, leaf nodes and decision nodes. For classification decision tree calculates the probability according to the given
class. It uses a top-down approach and splitting until the values have been assigned to the attributes.

We have analyzed deep neural networks for the classification of sentiments for roman Urdu which shows promising results.
We have worked on three neural network techniques for classification which include convolutional neural network, long-short
term memory and bi-directional long-short term memory. In the first technique, the focus is on environmental-based learning
by storing information in connectional form between the neurons. During training, weights play a vital role by leaning
precisely and classify the data according to our label set. Equation 6 has been used for CNN.

o Fr® % [° fDg(t-1)dr
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The second technique has four components in which the initial one is a self-connected memory cell whereas three components
include input, output and forgets gates. Its core motive is to the classification of data, processing of that data and finally
predicting the particular label class according to available classes either positive or negative. The detailed implementation of
memory cells is given in equation 7.

i, =oWh,_1 +Ux; + b;
ft = O—M/fht—l + fot + bf
@ "¢, = tanhW,h,_y + U.x, + b,
¢ = [;Oc,_1 +i,07c,
0, =cW,h,_1 +U,x; + b,
h; = o,Otanh (c;)

Where “c” is used as an element-wise sigmoid function, “O” is used element-wise product, ““ x;, ” used as input vector, “ A, ” is
the output vector which stores most useful information according to time t. “ U ” describe weight metrics for different gates
like input, output etc. according to x, while on the other hand “ W ” is the weight matrices for hidden state 4, .

Finally, we have analyzed Bi-LSTM which comprises two processing layers first one is a forward layer and the second one is a
backward layer. The information regarding a particular feature is stored from left to right sequence and vice versa. In the
classification of sentiment mining, it includes the information of a particular feature form both sides and predict the class
positive/negative. Network propagation is given in figure 3.
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Figure 3:Bi-LSTM Neural Network

Neural network methodology includes the word embedding which is of 300 units and the activation parameter is ‘sigmoid’
whereas ‘Adam’ is an optimizer used for classification. All three variations of neural have been performed on the given
parameters.

Results and Discussion:-

We have performed our experiments for classification for two variations of the n-gram. The first one word-level and the second
one is character-level. In the earlier variation, we have taken different combinations including Unigram, Bigram, Uni-bi (1-2)
gram, Uni-bi-tri (1-3) gram and Uni-bi-tri-four (1-4) gram while in the later variation of n-gram we have experiment variations
bigram, trigram, four (4)-gram, five (5)-gram, Six(6)-gram and seven (7)-gram. These variations play an important role in
classifying the data according to the sentiment.

The experiments are being carried out using two evaluation measures which include accuracy and F1-score. The accuracy is the
ratio of correctly predicted to the total observation. The formula for accuracy is given below.

TP+TN

Accuracy = TP+FP +TN+FN

In the given equation ‘TP’ Stands for True Positive, ‘TN’ stands for True Negative, ‘FP’ stands for False Positive, and ‘FN’
stands for True Negative.

The F1-score is calculating the mean average of precision and recall by using the formula given below.

Fl-score = 2. Prec‘is‘ion .Recall
Precision +Recall

In the equation precision is the ratio to find true positive instances to the total number of positively predicted label class while
recall is the ratio to correctly classified instances divided by the sum of the number of correctly classified and number of

incorrectly classified instances.

Table 2, table 3 and table 4 represents the word-level analysis for all n-gram variations through the various feature set for each
feature selection technique. In table 2 chi-square word-level analysis has been performed using the feature set ranges from 3k-
14k. The n-gram variations mentioned in the table the complete result analysis in which the best feature set for 1-3 gram is 10k
which gives the highest F1-score 89.4% for the Multilayer perceptron classifier. In table 3 mutual information feature selection
technique for word-level analysis shows that the feature set ranges from 5k-18k whereas the best result among all the variations
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for this particular technique calculated for 1-2 gram variation by using 12k feature obtaining the highest F1-score 83.6% for
MLP classifier. Table 4 represents the third feature selection technique results for word-level analysis. An estimator has been
used for this particular selection technique which gives the best among all feature selection technique result for 1-4 gram
variation using ‘linear svc’ as an estimator which have the highest performing estimator having 90.4% F1-score. This is the
maximum result obtained for word-level analysis among all used feature selection techniques.techniques. This particular
technique has maximized the result for 4-gram variation of n-gram for character-level analysis.

Table 5, table 6 and table 7 shows the character-level analysis for features selection techniques working with different n-gram
variations. In table 5 we have presented the character-level analysis for the chi-square feature selection technique in which the
feature set ranges from 1.6k to 8k and 4-gram variation gives the best among all classifiers having 87.5% F1-score for Support
vector machine classifier using a feature set of 4k. Table 6 represents the second feature selection technique result for
character-level analysis using features ranges from 1.5k-9k. Among all n-gram variations, 4-gram gives the maximum result
for SVM classifier that is 84.3% F1-score using 5k features. Table 7 presents the calculated results for the third feature
selection technique which gives the best results among all character analyses. It gives the 90.1% F1-score for 4-gram variation
of n-gram on SVM machine learning classifier. The estimator ‘linear svc’ has been used for analyzing n-gram variations for
character-level analysis. These variations play an important role in the classification of the data and select from the model
technique has outrun the results among all the selection.

N-gram . .
g Unigram Bigram 1-2 gram 1-3 gram 1-4 gram
Value
1-4 gram
Feature 1
Set for N- gram
gram unigram
0 2000 4000 6000 8000 10000 12000 14000 16000
ML F1- F1- F1- F1- F1-
e Acc. Acc. Acc. Acc. Acc.
classifier score score score score score

LR 0.730 0835 05738 0715 0.737 0839 0.742 0843 0.744 0.844
SVM 0.790  0.875 0.794 0873 0814 0890 @ 0817 0.892 0.808  0.886
RF 0.790  0.785 0.794 0.773 0814 0.776 0817 0.772 0.807 0.772
DT 0.627 = 0.767 0.659 0773 0619 0.757 @ 0.621  0.757 @ 0.621 = 0.757
MNB 0.712  0.822 0.681 0.801 0.748 0847 0.753 0.850 0.746  0.846
MLP 0.789  0.874 0.817 0.889 = 0805 0884 0.822 0.894 0.807 0.885

Table 2: Chi-Square Word-Level ML ClassifiersResults

N-gram . .
Value Unigram Bigram 1-2 gram 1-3 gram 1-4 gram
1-4 gram

Feature 1-2 gram

Set for unigram

N-gram

0 5000 10000 15000 20000
ML Acc. FL- Acc. Y Acc. F1- Acc. FL- Acc. FL-

classifier score score score score score

LR 0.663 0.786 0,501 0.633 0.692 0.808 0.683 0.801 0.684 0.802
SVM 0.701 0.815 0.638 0.762 0.731 0.835 0.717 0.825 0.725 0.831
RF 0.701 0.752  0.638 0.732 0.731 0.767 0.717 0.768 0.725 0.763
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DT 0.606 0.751 0.627 0.742 0.614 0.753 0.617 0.752 0.614 0.746
MNB 0.589 0.729 0.532 0.682 0.643 0.772 0.624 0.752 0.615 0.746
MLP 0.709 0.821 0.516 = 0.627 0.733 0.836 0.68 0.793 0.576 0.661
Table 3:Mutual Information Word-Level ML Classifiers Results
N-gram . .
Value Unigram Bigram 1-2 gram 1-3 gram 1-4 gram
R 1
DT
Estimator SVC
e, |
0.72 0.74 0.76 0.78 0.8 0.82 0.84 0.86
ML Acc. Fl- Acc. Fl- Acc. FL- Acc. FL- Acc. FL-
classifier score score score score score
LR 0.757 0.853 0.589 0.731 0.761 0.854 0.758 0.853 0.759 0.855
SVM 0.825 0.897 0.773  0.861 0.836 0.904 0.833 0.902 0.837 0.904
RF 0.825 0.792 0.773 0.791 0.836 0.786 0.833 0.789 0.837 0.785
DT 0.658 0.783 0.656 0.773 0.639 0.767 0.645 0.771 0.633 0.766
MNB 0.73 0.835 0.644 0.773 0.751 0.849 0.751 0.848 0.751 0.849
MLP 0.812 0.888 0.768 0.858 0.728 0.795 0.821 0.894 0.823 0.896
Table 4:Select from Model Word -Level ML Classifiers Results
N-gram . .
Value Bigram Trigram 4-gram 5-gram 6-gram 7-gram
6-gram
Feature 4
Set for gram
N_gram Bigram
0 1000 2000 3000 4000 5000 6000 7000 8000 9000
ML ace. 7 oace oA A YA oA PR
classifier score score score score score score
LR 0.681 0.799 0.741 0.842 0.75 0.848 0.754 0.851 0.756 0.845 0.692 0.808
SVM 68.53 0.803 0.765 0.858 0.796 0.879 0.795 0.878 0.791 0.875 0.691 0.874
RF 68.53 0.724 0.765 0.764 0.794 0822 0.795 0.834 0.792 0.833 0.791 0.838
DT 58.76  0.728 0.626 0.766 0.667 0.789 0.691 0.805 0.695 0.811 0.708 0.818
MNB 50.92 0.661 0.697 0.811 0.746 0.845 0.759 0.854 0.763 0.856 0.736 0.839
MLP 66.57 0.789 0.735 0.838 0.784 0.871 0.788 0.872 0.779 0.867 0.768 0.861

Table 5:Chi-Square Character Level ML Classifiers Results
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N-gram

Value Bigram Trigram 4-gram 5-gram 6-gram
6-gram
Feature A-eram
Set for .g
N-gram Bigram
0 2000 4000 6000 8000
ML Fi1- F1- Fi1- F1- F1-
classifier Acc. score Acc. score Acc. score Acc. score Acc. score

LR 0.681 0.799 0.702 0.815 0.723 0.829 0.704 0.816 0.688 0.805
SVM 0.686 0.803 0.731 0.835 0.742 0.843 0.725 0.831 0.711 0.821
RF 0.686 0.719 0.731 0.761 0.742 0.811 0.725 0.824 0.711 0.813
DT 0.589 0.731 0.629 0.761 0.671 0.766 0.675 0.798 0.677 0.794
MNB 0511 0.663 0.602 0.741 0.703 0.815 0.705 0.816 0.701 0.814
MLP  0.663 0.784 0.717 0.825 0.709 0.819 0.725 0.824 0.711 0.815

7-gram
10000
Acc.  Fl-score
0.658 0.783
0.683 0.802
0.683 0.796
0.674 0.792
0.694 0.809
0.635 0.761

Table 6: Mutual Information Character levelML Classifiers Results

N-gram

Value Bigram Trigram 4-gram 5-gram 6-gram
DT —
o - _________________________________________________________________________________________|
EStImator LR |
0.72 0.73 0.74 0.75 0.76 0.77
ML ace. A oA oA FY oA PR
classifier score score score score score

LR 0.695 081 0.762 0.856 0.789 0.874 0.774 0.865 0.759 0.855
SVM 0.717 0.826 0.804 0.884 0.839 0.905 0.832 0.901 0.822 0.896
RF 0.717 0.734 0.804 0.779 0.839 0.829 0.832 0.845 0.822 0.837
DT 0591 0.728 0.642 0.766 0.688 0.801 0.707 0.816 0.704 0.814
MNB 0494 0.647 0.711 0.821 0.763 0.857 0.761 0.856 0.757 0.853
MLP 0.705 0.817  0.695 0.774 0.811 0.889 0.814 0.89 0.784 0.869

7-gram
0.78
Acc. Fl-score
0.731 0.835
0.789 0.874
0.789 0.836
0.703 0.815
0.741 0.842
0.712 0.775

Table 7: Select from model Character level ML Classifiers Results

Algorithm Acc. F1-score
CNN 0.917 0.915
LSTM 0.908 0.903
Bi-LSTM 0.918 0.917

Table 8: Neural Network Classification for Roman Urdu
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Table 8 presents the neural network analysis result for the sentiment mining classification of Roman Urdu data. Three
variations of deep learning variations have been applied in which the highest F1-Score achieved by Bi-LSTM 91.7%. LSTM
and CNN achieved slightly fewer results than Bi-LSTM. These results are obtained by employing word embedding. In which
300-dimensional embedding has been performed and Bi-LSTM classifies the data through the forward and backward
knowledge which effectively classifies the data.

We have compared the proposed results with the baseline results presented by [3] in which they have calculated the accuracy
for both variations of n-gram for Roman Urdu sentiment mining. Figure 4 represents the detailed comparison between the
results. In terms of word-level analysis, we have obtained 83.7% compared to 80.8% baseline results. We have also surpassed
the character-level result in which we have achieved 83.9% in comparison to 81.2%. These results are 2.84% and 2.76%
improved respectively. Deep learning analysis outperformed the baseline deep learning. We have achieved 91. 8% accuracy in
contrast to 78.2% baseline accuracy which is 13.46% better than the previously reported one. We have also represented the
overall best result which is 9.3% higher than the baseline.
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Figure 4:Comparative Analysis with baseline results

Sentiment mining classification has always been a major challenge due to the unavailability of resources and labeled data. We
have performed this task using various classification strategies. Feature selection for sentiment mining for Roman Urdu has
emerged as a potential task to classify the data according to the context. We have analyzed different n-gram variations due to a
large number of linguistic features. Various feature selection techniques have been applied so that the quality feature set has
been incorporated. In the case of word-level feature analysis, it is observed that two words ‘chor’ {Thief} and ‘shor’ {Noise}
belong to the same class whereas in the case of character-level analysis some parts are the same some are different.
Considering an example for bi-gram character-level analysis “-c,ch,ho,or,r-” & “-s,sh,ho,or,r-” three bigrams are same and two
are different. These analysis affects the overall classification of the dataset and helps to correctly classify in the given context.

Feature selection techniques give promising results in terms of classification because it helps to reduce the size of the feature
set by removing unwanted and unweighted features. These techniques also help to avoid overfitting by ignoring duplicate data.
Chi-square feature selection technique has been implemented; a deep analysis shows that those features are weighted more that
are directly dependent on each other. In the case of word-level analysis, a bigram word “kehta ho” {Say} feature has more
weight than “main itni” {I so} feature bigram. The first bigram doesn’t give any information individually while in the second
bigram both words have some independent information. Mutual information is the secondly implemented feature selection
technique for both n-gram variations. Critical analysis of results shows that more valued features are those that are less
occurred and don’t depict any clear information given the least importance. For example, a bigram feature in word-level
analysis “aur ghatiya” {And crap} has a more weighted feature than “hai us” {Is that} bigram feature. Among the selection
techniques we have applied in the first technique those features are of low value that is independent to some extent while in the
second technique low valued features are those that are not giving any information about the other feature. The last feature
selection technique is select from a model that works based on estimators. We have analyzed multiple machine learning
classifiers to get the best-suited estimator. It is being observed that linear svc gives the most promising results. In this technique
estimation employing coefficient, the estimator selects the more weighted features similar to previous selection techniques. In
the features list, “aajtak” {Till today} have a more weighted feature than “ho skty” {May be} feature bigram fir word-level
analysis. These techniques help to minimize the feature set size by selecting the best suitable feature for all the variations. We
have also achieved the best results on our dataset through discussed feature selectin techniques than the reported baseline
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results presented by [2]. Convolutional neural network and Recurrent neural network includes LSTM, Bi-LSTM has shown
great achievement in recent times for text and speech type of data. We have analyzed that among these techniques Bi-LSTM
gives efficient results. The reason being showing promising results is the pre-trained word embedding which helps to classify
the data in the context of the actual meaning of the sentence. The critical analysis of neural network for sentiment mining
shows that the forward and backward information plays an integral part to correctly classify the data. The embedded
dimensions and optimizer give the maximum results.

Conclusion:-

Classification for Roman Urdu sentiments plays an important role because of a large amount of online unorganized data. This
helps to extract valuable decision-making data after classification. Different feature selection and feature extraction techniques
being used for the classification of data according to sentiments. The proposed methodology comprises three feature selection
techniques that are implemented on the Roman Urdu dataset for sentiment classification. These techniques are chi-square,
Mutual Information and select from model which are experimented using two variations of n-gram i-e word-level and
character-level. The core motive behind these variants’ classification is to dig out the best possible combination. Six machine
learning classifiers including LR, SVM, DT, RF, MNB, MLP and three neural network techniques namely CNN, LSTM and
Bi-LSTM which are evaluated using Accuracy and F1-Score evaluation measures. In terms of n-gram variations for word-level
are Unigram, Bigram, Uni-Bi gram, Uni-Bi-Tri gram and Uni-Bi-Tri-Four gram and for character-level analysis, we have used
n-gram from bigram to 7-gram.

The results show an encouraging improvement from the baseline results in terms of word-level and character-level
classification. We have achieved 91.8% accuracy for Bi-LSTM that is the highest one score among all the results which is
9.3% in contrast to previous work. In the word-level analysis, we evaluated 2.9% better results than baseline and for character-
level analysis, we got 2.7% better results. We have a noticeable improvement in neural network results in which we achieved
13.6% accuracy from baseline. These results show the effectiveness of feature selection for sentiment mining classification for
Roman Urdu. The highest F1-Score is 91.7% that is achieved for Bi-LSTM. There will be a potential path to employ a feature
selection technique with a neural network to enhance the performance for the classification of sentiment mining Roman Urdu.
We will work for rulemaking of the Roman Urdu text to apply classification strategies on it.
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